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SPECIAL ISSUE ARTICLE

Word Prediction Using Dynamic Skip Connections
Along With ARABERT and LSTM in
Arabic Language

Ahad Almalki*, Faris Kateb, Rayan Mosli

Information Technology Department, Faculty of Computing and Technology, King Abdulaziz University, Jeddah, Saudi Arabia

Abstract

Natural Language Generation (NLG) plays a crucial role in modern digital tools, including chatbots, virtual support,
content suggestions, and tailored marketing, making bots more responsive and reducing the need for human staff. While
there's much research on NLG for languages like English, languages like Arabic, Urdu, and Chinese still face challenges.
This study examines Arabic NLG's unique aspects, dialects, and word variations. With around 420 million Arabic
speakers globally, it's crucial to advance NLG for this language. We compared three models: Long Short-Term Memory
(LSTM), a mix of Bidirectional Encoder Representations from Transformers (BERT) and LSTM, and a version that adds
Dynamic Skip Connection (DSC). Our aim is to find the best model for predicting Arabic words with the least mistakes.
In our experiment, we found that adding DSC wasn't beneficial. However, combining BERT and LSTMwith an attention
mechanism reduced loss and favorable perplexity values.

Keywords: Arabic, Natural language generation (NLG), BERT, Long short-term memory (LSTM), Dynamic skip con-
nections (DSC), Deep learning architecture, Transformer models, Arabic language modeling, Attention mechanism,
Machine learning, AI

1. Introduction

T he field of Natural Language Processing
(NLP), a subset of artificial intelligence, has

undergone a significant evolution over the past
decade, primarily due to advancements in deep
learning technologies (Deng & Liu, 2018). These
technologies, including transformer models and
recurrent neural networks, have considerably
enhanced our ability to understand and generate
human-like text (Harrag et al., 2021). As a result, we
have witnessed substantial progress in numerous
applications, from sentiment analysis to automated

customer service. Despite these strides, some lan-
guages, notably Arabic, still present significant
challenges (Ahmed et al., 2022). With its rich lin-
guistic structure and complex syntax, Arabic poses
unique hurdles for NLP research. Particularly,
Arabic NLG, a discipline within NLP that focuses on
producing fluent and contextually appropriate text,
proves to be notably challenging (Dukes et al., 2013).
The effectiveness of NLG hinges on a comprehen-
sive understanding of the linguistic intricacies and
contextual subtleties of the language in question.
For Arabic, this task is amplified by factors such as
its right-to-left script, numerous dialects, and the
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relative scarcity of large, annotated corpora (Mas-
moudi & Khrouf, 2019). For instance, an Arabic
phrase like " اًيملعاًثحببتكأاًيلاح ," which translates to “I
am currently writing a scientific research paper,"
can be written in various dialects or forms and still
retain the same meaning. Conventional models may
struggle to comprehend these variations, leading to
a less accurate understanding and subsequent text
generation.
Previous research has sought to navigate these

obstacles using various methods. Among them, the
deployment of transformer-based models, such as
BERT, has shown significant promise (Naous et al.,
2021). In the tasks of NLG in languages like English,
BERT-based different models have consistently
outperformed traditional models (Delobelle et al.,
2020). They achieve this by excelling at under-
standing the contextual meaning of words. Howev-
er, the effectiveness and adaptability of these
models for Arabic NLG, mainly when dealing with
less formal or conversational Arabic as found on
social media platforms, remain largely unexplored.
Addressing these challenges, this study proposes a
novel approach: a hybrid model that combines
BERT with LSTM networks and DSC. This com-
posite model is expected to overcome the inherent
complexities of Arabic NLG by leveraging BERT's
understanding of Arabic language, LSTM's capa-
bility to capture long-term dependencies, and DSC's
ability to skip irrelevant information.
The proposed model is trained and evaluated

using the SaudiNewsNet dataset (Al-Hagri [2015], p.
2023 2023). SaudiNewsNet emerges as a paramount
dataset for our research due to its richness in con-
tent and structure, encompassing over 31,000 Arabic
newspaper articles from various Saudi publications.
Its comprehensive nature ensures an in-depth
exploration of the Arabic language across varied
contexts. More importantly, this dataset is not just
an accumulation of texts but also integrates essential
metadata like source, extraction date, and URL,
providing a deeper understanding of the articles'
context. This holistic approach of SaudiNewsNet,
coupled with the broad spectrum of articles from
publications like Al-Riyadh and Al-Jazirah, presents
a golden opportunity to rigorously evaluate Arabic
NLG models in realistic scenarios. While numerous
datasets cater to NLG tasks, the depth and speci-
ficity of SaudiNewsNet make it uniquely suited for
dissecting the challenges inherent in Arabic NLG.
Building on this, the primary objectives of our
research pivot around three core areas:

� LSTM Exploration: Delving into LSTM's poten-
tial in NLG tasks specific to Arabic, discerning its

strengths, and recognizing areas demanding
refinement.

� Fusion Approach: Investigating the combined
effects when LSTM and DSC are intertwined
with BERT, aiming to unearth model perfor-
mance and efficiency improvements.

� Comparative Analysis: Pitting our novel model
against existing benchmarks, critically analyzing
its relative advantages, and ensuring it stands up
to, if not surpasses, the current gold standards.

Through these objectives, we aspire to sculpt a
cutting-edge deep learning model that pushes the
boundaries of what is achievable in Arabic NLG.
The significance of this research lies in its potential
to revolutionize Arabic NLG methodologies. By
pioneering a composite model that combines the
strengths of BERT, LSTM, and DSC, we aim to
provide a solution tailored to Arabic's unique chal-
lenges. Arabic, one of the most spoken languages
globally, holds immense cultural and practical
importance. Yet, the field remains underserved
regarding this language's advanced, efficient, and
accurate NLG tools. The successful realization of our
proposed model could dramatically enhance many
applications, streamlining machine translation,
powering more context-aware virtual assistants, and
fostering richer, more nuanced interactions in AI-
driven platforms. Beyond these practical applica-
tions, this research is a beacon for future academic
pursuits, potentially guiding subsequent in-
vestigations and innovations in the broader domain
of Arabic NLP.

2. Literature review

The field of NLG has seen a proliferation of meth-
odologies, notably Recurrent Neural Network (RNN)
and LSTM. A substantial contribution by (Antoun et
al, 2020) involved the application of datasets from
Modern Standard Arabic (MSA) and Dialectal Arabic
(DA) to adapt the BERT model for the Arabic lan-
guage. Their experimental results emphasized the
efficacy of AraBERT, especially in tasks like sentiment
analysis, named entity recognition, and question
answering. (Harrag et al., 2021) presented an
approach to determine the origin of Arabic sentences,
whether human or bot generated. This study
demonstratedAraBERT's dominance in accuracy over
traditional models like LSTM and GRU. Concur-
rently, research by (Chouikhi et al., 2021, p. 621) uti-
lized BERT for Arabic sentiment analysis, noting its
performance variances across datasets.
Other notable works have explored the diverse

applications of Arabic NLP. For instance, (Talafha
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et al., 2020) documented their work in Arabic dialect
identification using labelled tweets. (Elfaik &
Nfaoui, 2020) championed the Bidirectional LSTM
Network (BiL-STM) for enhanced Arabic NLP.
(Haffar et al., 2020) proposed a technique focusing
on temporal relationships within Arabic sentences.
(Ezen-Can, 2020) work emphasized adapting model
selection based on specific tasks and dataset char-
acteristics. In specialized domains of Arabic NLP,
(Abboushi & Azzeh, 2023) addressed Arabic poetry
generation, introducing AraGPT2. Their work
highlighted the potential of this model in generating
authentic Arabic poetic verses. (Alyafeai et al., 2023)
described “Ashaar 100, a framework geared towards
Arabic poetry analysis and generation. On a
different note, (Al-Malki & Al-Aama, 2023) steered
research towards image captioning specific to
Arabic clothing, pioneering a dedicated dataset for
this niche. Recognition of Arabic text, both hand-
written and printed, has also been a focus area.
(Hamida et al., 2023) proposed an innovative
approach for recognizing Arabic handwritten text,
achieving a near-perfect recognition rate.
Despite a lot of work on the Arabic NLP domain,

the language generation literature for Arabic is
scarce and needs attention. There are only few
works such as Abed & Reiter, 2020; Nagoudi et al.,
2023; Shamas et al., 2023), however the results lacks
in terms of high false terms generations, low loss
and high perplexity.

3. Methodology

This research uses a comprehensive methodology
to evaluate the effectiveness of LSTM, BERT, and
the combination of BERT, LSTM, and DSC for
Arabic NLG. This method starts with carefully pre-
paring the data and analyzing the model's
performance.

3.1. Dataset

For this research, we have utilized Saudi News-
papers Corpus (Al-Hagri [2015], p. 2023 2023),
known as SaudiNews- -Net, which comprises a
collection of 31,030 Arabic newspaper articles com-
plemented by their associated metadata, derived
from an assortment of online Saudi newspapers.
The data is organized in ZIP files, each named by
date, and inside each is a JSON file with an equiv-
alent name. For each article, the JSON structure
includes fields such as the source, URL, date of
extraction, title, author, and the article content itself.
The dataset features articles from a range of Saudi
newspapers. For instance, Al-Riyadh newspaper has

contributed 4852 articles, followed by Al-Jazirah
(3690 articles), Al-Yaum (3065 articles), and so forth.
In total, this compilation embodies 8,758,976 words
from these articles.

3.2. Model 1- LSTM with self attention

LSTMs are a special kind of RNNs designed to
remember long-term dependencies, making them
apt for text sequences. They have gating mecha-
nisms (input, forget, and output gates) that regulate
the flow of information. Given a sequence x ¼ ðx1;x2;
…; xtÞ, the LSTM updates its hidden state ht and
memory cell ct using:

ft¼s
�
Wf : ½ht�1;xt�þbf

� ð1Þ

it¼s
�
Wf : ½ht�1;xt�þbi

� ð2Þ

ct ̀¼ tanh tanh ðWc : ½ht�1;xt�þbcÞ ð3Þ

ct¼ ft � ct�1 þ it � ct ̀ ð4Þ

ot¼s
�
Wf : ½ht�1;xt�þbo

� ð5Þ

ht¼ot � tanh tanh ct ð6Þ
While ft is the forget gate's activation, it is the

input gate's activation, ot Is the output gate's acti-
vation, ct ̀ is the cell's candidate value, and s repre-
sents the sigmoid function. Post the LSTM's
sequence outputs, a dropout layer for regularization
is used, followed by a dense layer mapping to the
desired vocabulary size. This facilitates the predic-
tion of the following possible tokens in the
sequence.

3.2.1. Self-attention mechanism
The self-attention mechanism allows the model to

consider other words in the input when encoding a
word. The weightage assigned to words is calculated
using scaled dot-product attention. Given a query Q,
a key K, and a value V , the self-attention mechanism
is calculated as:

AttentionðQ;K;VÞ¼ softmax
�
QKTffiffiffi
d

p
k

�
V ð7Þ

Where dk is the dimension of the key. This ensures
that the dot products do not grow too large.

3.2.2. Parameters and settings

� Learning Rate¼ 0.001
� Number of Epochs¼ 50
� Batch Size¼ 256
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� Loss¼Cross Entropy Loss
� Optimizer¼Adam

3.3. Model-2: BERT combined with LSTM

This model leverages the power of a Transformer-
based architecture combined with a classification
layer. At its core, it uses the same pre-trained Arabic
BERT model (‘aubmindlab/bert-base-arabertv020),
the foundation for feature extraction. This ensures
robust representations of Arabic tokens. These fea-
tures are then fed into a dense layer with a softmax
activation function that helps in the classification
task.

3.3.1. Bidirectional Encoder Representations from
Transformers
BERT is pre-trained bidirectionally, considering

the entire context of a word. During pre-training,
BERT uses a masked language model objective. A
portion of the input tokens is randomly masked, and
the aim is to predict the original vocabulary id of the
masked word based only on its context. Given an
input sequence x1, x2, …, xT, the likelihood is:

L¼
XT
t¼1

logPðx1;…;xt�1Þ ð8Þ

The self-attention mechanism weights tokens
differently based on the context. Instead of per-
forming a single set of attention operations, trans-
formers use multiple sets, or 'heads'. Given h heads,
the multi-head attention is defined as:

MultiHeadðQ;K;VÞ¼Concatðhead1;…;headhÞWO ð9Þ

Where: headi ¼ AttentionðQWQi; KWKi; VWViÞ. Here,
WQi,WKi, andWVi are parameter matrices andWO is
the output transformation.

3.3.2. Parameters and settings

� Learning Rate¼ 0.001
� Number of Epochs¼ 50
� Batch Size¼ 4
� Loss¼Cross Entropy Loss
� Optimizer¼Adam

3.4. Model-3 Arabic language model with DSC

Model 3 is a powerful hybrid that combines
recurrent neural networks (RNNs) with the efficacy
of pre-trained transformers. It uses the model
‘aubmindlab/bert-base-arabertv020 to extract rich
representations of Arabic tokens. In order to guar-
antee that the model can capture long-term

relationships in sequences, these are then trans-
ferred to an LSTM layer. This combination enables
it to operate as a language model by helping to
predict following tokens for a given sequence. The
transformer uses self-attention mechanisms, just
like the earlier models, to record the contextual links
among words in the Arabic text.

3.4.1. Dynamic skip connections
The problem of training deeper models is

addressed by Dynamic Skip Connections, or DSC,
which allow the model to adaptively employ or
bypass particular layers during the forward and
backward passes. In essence, the DSC lets the
network “skip" some levels by allowing it to go
around them. When there's a chance of overfitting
or when some layers aren't adding much to the
learnt features, this can be helpful. Through adap-
tive learning on when to skip, the network may
figure out the best information flow channel.

� Learning Rate¼ 0.001
� Number of Epochs¼ 50
� Batch Size¼ 32
� Loss¼Cross Entropy Loss
� Optimizer¼Adam
� Scheduler¼ torch.optim.lr_scheduler.StepLR(optim-
izer, step_size¼ 1, gamma¼ 0.1)

4. Results/findings

The first model used self-attention processes in
conjunction with a conventional LSTM. By incor-
porating self-attention layers, the model was able to
understand contextual dependencies in the dataset.
The model proved to be dependable in three sepa-
rate runs, regardless of batch size fluctuations.
Remarkably, the perplexity scores demonstrate the
model's ability to produce precise predictions, with
validation values of 20.0733 and training values of
20.2483. Additionally, the model's strong training
stability is demonstrated by the consistency of
training loss over several runs, with training loss at
3.0081 and validation loss at 2.9994 after 50 epochs.
The perplexity curves and training and validation
losses are depicted in the graph Fig. 1.
The second model combining LSTM and BERT

structures demonstrated impressive perplexity
scores of 1.23 across three consecutive runs. Despite
an increased batch size in the second run, the model
maintained a similar perplexity score, with slightly
elevated training loss suggesting overfitting. The
model's effectiveness in generating coherent Arabic
natural language was confirmed by a training loss of
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6.3929 and a validation loss of 2.1995 after 50 epochs
in the below graph, Fig. 2.
The third model integrated Dynamic Skip Con-

nections (DSC) with a transformer architecture to
optimize BERT output. The model's perplexity score
indicates uncertainty in predictions due to the dy-
namic nature of skip connections and transformers.
The training and validation loss was substantial,
with a training loss of 6.7143 and a validation loss of
4.1193 after 50 epochs. The perplexity values for
training and validation were 824.12 and
36,113,408.74 respectively, highlighting the unique
challenges of this model architecture in the graph
Fig. 3.

5. Discussion

To further our understanding of model perfor-
mance and complexity in the field of natural

language processing (NLP), we compare three
different models: LSTM, LSTM with AraBERT, and
LSTM with AraBERT and DSC. This comparison
investigation revealed that the LSTM model, with its
recurrent neural network design, performed
exceptionally well. This model demonstrated the
lowest training and validation losses as well as the
best perplexity values, indicating a strong capacity
to identify complex patterns in the data. The LSTM
model's ability to generalize well to the validation
set highlights how well it captures the subtleties that
are intrinsic to the language data.
The evaluation of three natural language process-

ing models - LSTM, LSTMwith AraBERT, and LSTM
with AraBERT and DSC. The LSTM model showed
superior performance, with the lowest training and
validation losses and the most favorable perplexity
values. However, the LSTM with the AraBERT
model had higher perplexity values, suggesting

Fig. 1. Results of LSTM model.

Fig. 2. Results of BERT and LSTM model.

Fig. 3. Results of dynamic skip connection model with LSTM and BERT.
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potential interpretability and model complexity is-
sues. Despite incorporating additional resources, the
LSTM with AraBERT and DSC model had the
highest validation loss and the highest perplexity,
suggesting overfitting or architectural issues. In
conclusion, the LSTM model was the most effective
and balanced choice explained further in Fig. 4.

6. Conclusion

In conclusion, this research has offered a thorough
analysis of three different natural language pro-
cessing models: the LSTM, LSTM with AraBERT,
and LSTM with AraBERT and DSC. With the lowest
training and validation losses and the best perplexity
values, the LSTM model performed better than the
others. Its proficiency in capturing the complex
patterns inherent in the language data was demon-
strated by its effective generalization to new data.
However, the addition of AraBERT and DSC
complicated the model in a way that might have
improved semantic comprehension but did not
enhance performance proportionately, causing
overfitting problems in the latter model. The signif-
icance of finding a careful balance between model
complexity and performance is shown by this study.
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